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Introduction
• Key group makes decisions

• Budget/time limit

• Asking key group directly for 

preferences is very costly

• How do we elicit key group’s 

preferences cost-effectively?

Algorithm

Our Contributions
• Cost-effectives Framework

• Cost

• Flexible, compatible with any:

• Ranking model

• Types of questions asked: pairwise, full 

ranking, top-k, etc

• Information criteria

• Algorithm computing winner distributions using 

randomized voting rules

Preliminaries: Plackett-Luce Model,
One-Step Bayesian Experimental Design
• Plackett-Luce Model (with features):

• One-Step Bayesian Experimental Design:

• Design h: an agent (regular) and a question

• Cost: 𝑤(ℎ)
• 𝜋(𝐵) : A distribution over B

• G: A measure of information quality of 𝜋(𝐵)
• D-optimality, E-optimality, MPC

•

Experiment Results

Randomized Voting Rule

• Computing winner(s) with non-deterministic 

preferences using deterministic voting rule is hard

• Theorem 1: For any                , 

• Winner distributions under Probabilistic plurality and 

Probabilistic Borda are proven to be easy to compute

Part One: Measuring Cost Function

The left subfigure shows the average time a user spent to submit a full ranking over 2,…, 10

alternatives; the right subfigure shows the average time a user spent to give her ranked top 1,…,10

alternatives when 10 alternatives were proposed.

Part Two: Measuring Cost-effectiveness of Framework

Total variation distance for probabilistic plurality (left) and probabilistic Borda (right).

Types of questions chosen by the three information criteria and random.

• Input: Budget W, randomized voting rule r, cost function 

w(h), information criterion G(𝜋(B)), the set of designs H

where for any ℎ ∈ 𝐻, 𝑤(ℎ) ≤ 𝑊. 

• Output: A predicted preference if n1 = 1, or a distribution of 

winning alternatives for group decision when n1 ≥ 2.

• Initialization: Randomly initialize dataset Dt.

• Repeat:

• Compute/approximate 𝜋(𝐵𝑡|𝐷𝑡)
• Compute ℎ∗𝑡 ∈ 𝐻
• Implement ℎ∗𝑡. Let Rt denote the answer. Then 𝐷𝑡+1 ←

𝐷𝑡 ∪ {𝑅𝑡} 𝐻 ← 𝐻 − ℎ∗𝑡 ,𝑊 ← 𝑊 − 𝑤𝑡

• Remove all h’s from H where 𝑤 ℎ′ > 𝑊
• Until 𝐻 = ∅
• Compute the predicted preference when n1 = 1 or a 

distribution of winning alternatives according to voting rule r 

Approximation of Posterior Distribution

• Posterior Distribution is hard to compute

• Approximated by                         :[Pauli et al., 2011] 

• Composite marginal log-likelihood:

• Set of events:

•

m Alternatives: 

ai characterized by zi

a1
a2 a3

n1 agents (Key)              n2 agents (Regular)

Agent j characterized by xj

Distribution over possible 

rankings for each agent j
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An example of plurality and Borda scores.

Under plurality, a1 wins with a probability

of 2/3. a2 wins with a probability of 1/3.
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